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INTRODUCTION



Problem

● Lymphomas = group of cancers that occur when 
lymphocytes multiply at unusual rate or live too long

● Usual symptoms: enlarged lymph nodes, fever, fatigue, 
shortness of breath, night sweats



Problem (cont.)



Problem (cont.)

● Challenge: late diagnosis   lower prognosis→
● Recent COVID-19 pandemic caused drastic changes in 

healthcare systems
○  → Potentially higher delay in lymphoma diagnosis



Proposed Solution

● Model that differentiates between COVID-19 and lymphoma
○ Features used: age, gender, clinical symptoms

● Potential: could serve as screening tool at COVID-19 stations 
to reduce delayed lymphoma diagnosis.



METHODOLOGY



Data Collection

● Dataset = lymphoma and COVID-19 case reports collected in 
previous studies

● Case report = description of clinical events and conditions 
leading to diagnosis of a single patient 

● Examining multiple cases together can increase findings' 
validity



Data Collection (cont.)

● Tool 1:  import urllib.request
● urllib is a package that collects several modules for working 

with URLs
● The urllib.request module helps make URL requests



Data Collection (cont.)

● Tool 2:  import json
● Sciencedirect returns JSON results 
● json.loads () method parses valid JSON string into Python 

Dictionary.



Data Collection (cont.)
● Tool 3:  import BeautifulSoup



Data Collection (cont.)
● Example data point



Pre-processing

● Tool 5: Amazon Medical Comprehend
○ Extracted from every case report using Amazon Medical 

Comprehend API
■ web service used to extract entities such as diseases, 

medicines and symptoms from medical text
■ Uses NLP to detect entities such as medical 

conditions, medications



Pre-processing



Pre-processing (cont.)

● Tool 6: nltk.stem.PorterSterm
○ nltk = Natural Language Toolkit = library for working  

with human language data.
○ Stemming = process of producing morphological variants 

of a root/base word.
○ But why?



Pre-processing (cont.)



Pre-processing (cont.)



Pre-processing (cont.)

● Dealing with “duplicate” symptoms:
○ Regex
○ Manual list of synonyms



Pre-processing (cont.)

● Tool 7: RegEx
● A RegEx = Regular 

Expression = sequence of 
characters that forms 
search pattern.

● Can be used to check if 
string contains specified 
pattern.



Pre-processing (cont.)

● Age extracted using RegEx



Pre-processing (cont.)

● Gender extracted using RegEx



Feature Selection

● Based on correlation
● Correlation expresses strength of relationship between two 

variables
○ Correlation coefficient quite close to 0



Modelling using tree-based methods

● Decision trees = popular classification and regression 
algorithm

● Advantages: 
○ easy to interpret
○ filter out unimportant features 

● Main disadvantage: Prone to overfitting
● One solution: combine decision trees into ensemble 

classifiers to obtain better performance



Modelling using tree-based methods

● Boosting = ensemble method which combines predictions of 
multiple weak classifiers 
○ makes decision based on majority vote
○ Classifiers are built stage-wise

● XGBoost (XGB) is a gradient boosting algorithm
○ reduces overfitting using shrinkage and column 

subsampling



Modelling using tree-based methods

● Catboost : inherently deals with categorical variables 
● Catboost limits number of categories to be converted into 

binary features 
● If a feature has more categories than threshold, CatBoost will 

sample dataset and performcreate binary variables using 
smaller sample



Modelling using tree-based methods

● LightGBM = efficient tree-based boosting algorithm 
● Aims to improve processing and memory resource usage
● Grows decision trees leaf-wise rather than depth-wise. 

○ splitting focuses on first splitting node that most reduces 
loss

○ Instead of nodes’ proximity to root node
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Modelling using tree-based methods



Model Evaluation

● Each algorithm was tuned by training model using different 
hyper-parameter values

● An ROC curve (receiver operating characteristic curve) = 
graph showing performance of classification model 



Model Evaluation



Model Evaluation

● GridSearchCV: Exhaustive search over specified parameter 
values for an estimator. 



RESULTS



Exploratory Analysis

● 180 COVID-19 and 505 lymphoma case reports. 
● 460 male, 196 female and 29 unidentified patients. 
● Most patients in dataset were male

○ Similar male-to-female ratio for both diseases. 
● Patients’ age varied between 0 and 100 years old

○ Lymphoma patients’ average age = 52
○ COVID-19 patients’ average age = 48.



Exploratory Analysis (cont.)



Exploratory Analysis (cont.)



Performance



Performance



CONCLUSION



Conclusion

● With ROC AUC = 0.89, LightGBM model could be good tool for 
picking up lymphoma patients 

● Benefits: 
○ potentially reduce delay in lymphoma diagnosis 
○ improve prognosis for lymphoma patients. 

● Main limitations: 
○ limited size of data set
○ Data imbalance
○ Need to try more hyperparameter combination
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